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Paralyzed Patients-oriented Electroencephalogram Signals Processing
Using Convolutional Neural Network Through Python

Abstract

Aim: Some of the systems that use brain—computer interfaces (BCIs) that translate brain activity
patterns into commands for an interactive application make use of samples produced by motor
imagery. This study focuses on processing electroencephalogram (EEG) signals using convolutional
neural network (CNN). It is aimed to analyze EEG signals using Python, convert data to spectrogram,
and classify them with CNN in this article. Materials and Methods: EEG data used were sampled
at a sampling frequency of 128 Hz, in the range of 0.5-50 Hz. The EEG file is processed using
Python programming language. Spectrogram images of the channels were obtained with the Python
YASA library. Results: The success of the CNN model applied to dataset was found to be 89.58%.
Conclusion: EEG signals make it possible to detect diseases using various machine learning
methods. Deep learning-based CNN algorithms can also be used for this purpose.
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Introduction

Analysis of biomedical signals has become
one of the hottest topics with advances
in technology and machine learning.
Researchers are working to understand
and classify human biosignals to more
accurately diagnose diseases or develop
assistive technologies for people with
disabilities.l! Electroencephalogram (EEG)
brain signals are one of the most studied
topics  for  developing  noninvasive
approaches  to  detect  neurological
abnormalities and brain—computer interface
(BCI) technologies.™

Today, motor imagery (MI) EEG-based
BCI is studied by many researchers due
to its effectiveness in both nonmedical and
medical applications. MI is accomplished by
imagining executing a particular command
without actually doing it. MI tasks
commonly used in research are movements
related to the left hand, right hand, left
foot, right foot, both feet, elbows, fists, and
fingers. Ml-based BCI applications include
clarifying the EEG signals and defining the
responses to these signals in real time.!
It has laid the groundwork for interesting
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studies such as the processing of EEG
signals, robot movements with thought, and
detection of various diseases according to
brain activity.

The data set, which is frequently used in
studies for the diagnosis of diseases related to
brain activity, was taken from the University
of Bonn database.® Tiirk and Ozerdem
(2017) aimed to classify the features extracted
from EEG signals using the One-Dimensional
Median Local Binary Pattern method with
the k-nearest neighbor (k-NN) algorithm."!
The data used in the study were taken from
Bonn data set.™ In the study, the classification
performance was found to be 100% for A-E
datasets, 99.00% for A-D datasets, 98.00%
for D-E datasets, 99.50% for CD-E datasets,
and 96.00% for A-D-E datasets. When the
effect of the one dimension median local
binary pattern method on classification in
EEG datasets is compared with other studies,
it was seen that the proposed approach gave
successful results.”! Cevik worked on an
application that allows vehicle control by
detecting the physical and mental states of
the operators (such as fatigue, sleepiness, and
inattention) through EEG signals for vehicle
use. Fast Fourier transform (FFT) and power
spectral density (PSD) signal processing
techniques are used for feature extraction from
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signals.l”! Akben conducted a comprehensive research on the
characteristics and diagnosis of migraine disease using EEG
signals in his study (2012). The data obtained from the KSU
Faculty of Medicine used in the study belong to 30 migraine
patients and 30 healthy controls. The data were first analyzed
with the Fourier transform on the frequency axis. The results
were analyzed with the help of classification techniques and
clustering techniques. As a result, some characteristic data
about migraine disease have been obtained and different
suggestions have been made for the automatic diagnosis of
the disease.l” Coskun and Istanbullu analyzed EEG data from
a patient under anesthesia with different methods such as
band-pass filter, FFT, wavelet transform, and PSD.®

Olivas-Paddal and Chacon-Murguia proposed two methods
for multimotor image classification. Both methods use features
obtained with a variant of the discriminatory Filter Bank
Common Spatial Model. One method uses convolutional neural
network (CNN) classification, whereas the second method uses
a modular network of four expert CNNs.”! Hernandez-Del-Toro
et al. present five feature extraction methods based on fractal
dimension, wavelet decomposition, frequency energies,
empirical mode decomposition, and chaos theory properties to
solve the task of detecting MI segments.!'”

In this article, the classification of EEG signals has been
carried out by converting them to spectrogram images. It is
explained how these operations are performed with Python.
A CNN is designed for the classification process. The rest
of the article is organized in the following sections. The
material and method are described in Section 2. The results
obtained are presented in Section 3. In Section 4, a general
evaluation of the study is made.

Materials and Methods
There is no need for ethics committee approval.

Electroencephalography (EEG) is a method that provides
electrical induction of brain activity. EEG recording is
performed by placing conductive wires on the skull with
the help of a special gel. The electrical potential changes
between these placed electrons are recorded on the
computer by means of an analog—digital converter. This
recording can be used in studies such as the detection of
diseases using various transformations.

Brain activity is related to the frequencies of EEG signals.
In clinical studies, the frequencies of EEG signals in the
range of 0.5-30 Hz are examined. Frequencies above 30 Hz
are known as gamma signals. Because their amplitudes are
so low, they are not significant and are rarely used. Table 1
shows the frequency bands and frequency ranges to which
EEG signals may belong.

Delta waves are seen in infants and severe organic brain
diseases. Theta waves particularly arise in children. In adults,
they also occur in situations of emotional tension and frustration.
Alpha waves are seen in awake, normal, and calm people. They

Table 1: Electroencephalogram signal bands and
frequencies
EEG frequency band Frequency range (Hz) Amplitude (nV)

Delta (3) 0.5-4 20-400
Theta (0) 48 5-100
Alfa (o) 8-13 2-10
Beta (B) 13-30 1-5
Gama (y) 30+ 1+

+: Plus, EEG: Electroencephalogram

Gamma: 30-100+ Hz MVMM‘WP‘W
Beta: 12-30 Hz MWWWW
Alpha: B-12 Hz \/\/V\/\/\v\f\/\/\,\

Theta: 4-7 Hz ’\A/\/\/—\/\/\
Delta: 0-4 Hz w

Figure 1: EEG bands." EEG: Electroencephalogram

disappear into the dormant state. If the awake person directs
his attention to something special, higher frequency but lower
amplitude EEG signals (Beta waves) occur instead of o waves.
Beta waves occur in strong activation of the central nervous
system or states of tension. They disappear with increased mental
activity and are replaced by low-amplitude asynchronous signs.
Gamma waves are used a lot in clinical practice when their
amplitudes are very small and meaningless. Waves in different
frequency ranges of EEG signals are shown in Figure 1.1

Data reading and display

Ethics committee report is not required since it has not been
tested on paralyzed patients yet. The data used were sampled
at a sampling frequency of 128 Hz, in the range of 0.5-50 Hz,
belonging to 29 channels. The EEG log file is opened with
the Python programming language MNE library [Figure 2].

file = "g.edf”

Taw = mne.io.read raw edf(file,preload=True)

print {raw)

print {raw.info

raw.crop (cmax=60)

eeg_and eog = raw.copy().pick_types (meg=False, eeg=True, eog=True)
print(len(raw.ch names), '=', len(eeg and ecg.ch_names)]
princ(raw.ch names[-3:})

channel renaming dict = {name: name,replace(' ', ' ') for name in
raw. ch_namea }

raw.rename channels(channel renaming_ dict)

print (raw.ch_names[-3:])

Channel signals can be accessed on the “.edf” file with the
Python MNE library. Image of a specific channel or more
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than one channel can be taken. The graph in Figure 3 is
plotted over Python using the following code; it shows the
synchronous signal of all channels.

sampling_freq = raw.info['sfreq']

start_stop seconds = np.array([1l, 13])

start_sample, stop_sample = (start_stop_seconds *

sampling frag).ascype(int)

channel index = 0

raw_selection raw[channel index, start_sample:stop sample]
print (raw_selection)

x = raw_selection[1]

y = raw_selectien(0].T

plc.plot(x,¥)

The signals of the EEG-A1 and EOG-2 channels are shown
in Figure 4 as plotted over Python using the following
code.

Figure 2: Data set information

nu,. . il |||;||,|‘ 1;“ MR
IlhiHr.Ih“’Lqul'l' erllu

'|1'l|
Al e

N j]"il Al
LA {
RELLL MR i !.hl,ll 1' i "

channel names = {'EEG Al', 'BEOG-2']

two_meg chans = raw{channel names, scart_sample:stop_ sample]

y_offset = pp.array([Se-11, 0]) # just encugh to ssparacte the channel
traces

X = two meg chans[i]

y - :wa:mea::.nanu{o; T+ y offsec

lines = plc.plocix, ¥y)

plt.legend{lines, channel_names)

print (raw.info)

raw.plot psd(fmax=50)
raw.ploti ien=5, n_ch 1=2=30)

Specific events on the data can be detected with the
“events” subcommand. In some data, events are captured
from STIM channels.

mne.find events(raw, stim channel='STI 014')

Some EEG/MEG systems create files in which events are
stored in a separate data stream rather than pulses on one
or more STIM channels. For example, the EEGLAB format
stores events as a collection of arrays in the.set file. When
reading these files, MNE-Python automatically converts the
stored events into an annotations object and stores it as an
annotation attribute of the raw object. The underlying data
in an annotations object can be accessed through its three
attributes: start, duration, and description.

In the EEG data used as an example, the events are stored
in a separate data series. To read event information:

T

Figure 3: Signals of all channels
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Figure 4: EEG A1 and EOG 2 signals. EEG: Electroencephalogram
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Figure 5: Convolutional neural network
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sample data_raw_file = 'a.edf’
zaw = mne.io.read _raw_edf (sample data_raw_fils)

events from annot, event dict = mne.events_from annotaticns(raw)

events=mne.events from annotations (raw,svent id="auto")
print (events(0])

print{events{l])

Convolutional neural network

Recently, studies have been carried out on the use of CNN
algorithms, which are a deep learning model on EEG
signals>1 CNN is a feedforward neural network, which
is a type of multilayer perceptron. CNN consists of
convolutional layer, pool layer, and fully connected layers.
Figure 5 shows the representation of a CNN structure. When
the image is given as input to a network, it feeds the system
through interconnected polyconvolutions and finally produces
an output.l'®

In the convolution layer, there are filters to extract features
from the image given as input. Images are saved in matrix
format and feature matrix called kernel is used to extract
features. Convolution is a mathematical function that
expresses how one shape changes by another:

| f*g =]} f(Dgt-T)dr (1

Convolution operation is performed by shifting the
convolution filter on the image matrix. Conflicting numbers
are multiplied and transferred to the feature map matrix.
With this operation, the size of our input image is reduced.
However, this also causes image distortions. To prevent data
loss, the same padding method, which is performed by adding
a frame of zero values around the input image, is used. Since
the feature map holds a certain part of the image, a large

Feature maps Ian maps

Convalutions Subsampling Fully connected

number of feature maps are needed. After the convolution
process, the ReLu function is applied to reset the negative
values.[!”]

Results

Here in the “events” array received in the annotation object,
events [0]— event descriptions, events [1]— event start time,
and event identification number (ID) information are kept.
To see the events on the signal, the signals received from all
channels were plotted and colored during the recording and
the event was detected on the signal. The image of the left leg
raising and lowering event on the signal are shown in Figure 6.
The ID-time graph of the events is shown in Figure 7.

sample data_raw file = 'a.edf’

raw = mne.io.read_raw_edf(sample data_raw_file)
raw :emp_za\' cupy(}

'ERG 63", 'ERG &4',

raw :emp drop r_hannrla{[ T, "ER, 'EOG-0', 'EOG-

1', 'BOG-2', 'ME'])

raw_selection = raw_temp.ceopy() .crop(tmin=262, tmax=263)
events=mne.events_from annotationa (raw selecticn)
EPEBE!_er_BDIIOE, evenr__d.icc =

mne.svents_from annotations (raw_sslection)
raw_selection.plot (start=0, duration=4)

Since the first 21 channels contain information about the
EEG data, the other nine channels’ information has been
removed. Annotation objects detected in the data were
obtained with their ids as “events_dict.”

Drawing channel spectrograms with YASA Library

Spectrogram images of the channels can be obtained With
the Python YASA library. The code block below is for
obtaining the spectrogram image of channel 20 [Figure 8].

npz = np.load('my data.npy')
arr=np.array(npz)

arr_ trans=arr.transpose()
print (arr_ trans)

print (len(arr_trans))

data = arr_trans([0,:]

print (data)

sf = 100

data = npz[20]

fig = yasa.plot_spectrogram(data, sf)

print ("Figure"+str (20)+":"+str(raw.ch names[19]))
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In addition, spectrogram image can be obtained for
each event with “plt.specgram” (spectrogram image
for ID = I event) [Figure 9].

Obtaining epoch objects with MNE library

The “epochs” object in the library was used to analyze the
events in detail to extract the events in the data. After converting
the events into epoch objects, operations such as reading the
signal values of the events and saving them in the “.csv.”

Application of CNN algorithm to electroencephalogram
data

First, Python’s deep learning libraries Keras and TensorFlow
are included for data processing with CNN. In the “.csv”
file, the values obtained from 21 channels are input and
events are output. The events are numbered from 1 to 6,
respectively, by converting them to category type. An
example image with a sample signal for each category is
presented in Figure 10.

First, 80% of the data set is reserved as training data and
20% as test data:

X _train, X_test, ¥_train, ¥ test = train test_split(X, ¥,
te:t_:ize=0.20, randam_state=1}test_size=0.20, random state=1

6 -
5 .
* Laft Aem
o i 2 * Laft lag raiving and lowenng
- « Right lez raising and lowwning
5 « Right leg open and closing
& 3 t « Laft 2rm radsing and lowering
* Laft arm opening and clonng
2
1 -
o 100 200 300 ‘k
Time (s)

Figure 7: Occurrence time of events
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Figure 9: Spectrogram image for ID 1

The CNN structure generated using the following code is
shown below.

model = Sequential()

model.add (ConvlD(filters=2048, kernel size=3, activation="relu',
input_shape=(21,1)))

model . add (Dropout (0.5))

model.add (ConvliD(filter==1024, kernel_size=3, activation='relu'})
model.add (Dropout (0.5} )

model.add (ConvlD(filters=512, kernel_size=3, activation='relu'))
model . add (Dropout (0.5) )

model.add (ConvliD(filters=256, kernel size=3, activatiocn='relu'))
model.add (Dropout (0.3) )

model.add (ConviD(filters=128, kernel size=3, activation='relu'))
model.add (Dropout (0.3) )

model.add (ConvlD(filters=128, kernel size=3, activation='relu'))
model.add (Dropout (0.3) )

model.add (ConvlD(filtera=64, kernel size=3, activation="relu'))
medel.add (Dropout (0.3) )

model.add (ConviD(filters=32, kernel_size=3, activation='relu'})
model.add (Dropout (0.3) )

model.add (MaxPoolinglD (pool size=2))

model.add (Flatten() )

model.add (Dense (6, activation='softmax'))

model.summary ()

CNN was trained with the training data set and results
were obtained with the test data set. The accuracy value
was 89.58%. The data on the success of our model are
shown in Figure 11.

Conclusion

In this article, it is aimed to examine EEG signals with
Python. For this purpose, first of all, the EEG signal and
then the spectrogram of this signal were visualized with
Python. A CNN structure was designed to classify the
obtained spectrogram image. As a result of the trials with
the test data, it was determined which movement the data
belonged to with an accuracy of 89.5%. This study can be

Frequency [Hz)
[ T U )
(=] w [ =] w

w

0.00 0. 0.04 006 0.08 0.10

Figure 8: Spectrogram image

Figure 10: Signals
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weighted avg - 2 .71
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accuracy: B9.58%

Figure 11: Accuracy

improved by studies such as device control with data from
paralyzed individuals.
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