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Özet
Gen ifadesi çalışmaları sonucunda elde edilen genomik bilgiler, data madenciliği temelli çalışmalarda, hastalık oluşturucu 
faktörlerin ve bu hastalıklar ile ilişkili potansiyel teşhis biomarkörlerinin bulunması açısından oldukça kullanışlı ve bilgi vericidir.  
Bu çalışmada, Gene Expression Omnibus (GEO) veri bankasından alınmış, tüm genom ekspresyon verisi (ID: GSE12654) 
kulllanılmıştır. Veri normal grupların yanısıra, bipolar ve şizofreni hastalarının gen ifadesi bilgisini içermektedir. kNN, naïve 
bayes ve decision tree bilgisayarlı öğrenme algoritmaları kullanılarak veri analizi gerçekleştirilmiştir. Gruplar arasında 
istatistiksel olarak anlamlı bir şekilde (p<0.05) farklı eksprese olmuş bir grup gen kullanılarak klasifikasyon yapılmıştır ve gruplar 
yüksek doğruluk oranında tahmin edilmiştir. Genom tabanlı teşhiş biyomarkörlerinin bulunması açısından, veri madenciliği 
tekniklerinin yararlı ve uygulanabilir olduğu görülmektedir.   
Anahtar Kelimeler: Veri Madenciliği, kNN, Naive Bayes, Decision Tree

Abstract
Data mining based investigations of disease mediating factors and related potential diagnostic biomarkers using genomic 
information obtained from gene expression analysis tools become very informative and useful. In the present study, public 
Gene Expression Omnibus (GEO) genome wide expression dataset (ID: GSE12654) consisting of schizophrenia, bipolar disorders 
patients besides normal groups were analyzed by using different classification algorithms including kNN, naïve bayes and 
decision tree. A set of most differentially expressed genetic features (p<0.05) were used for creating the classifiers which can 
predict disease states in test set with high accuracy. Data mining tools are suggested to be applicable for developing genome-
based diagnostic biomarkers.
Keywords: Data Mining, kNN, Naive Bayes, Decision Tree
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sets (Affymetrix, Santa Clara, CA). Probe level data was 
normalized using the robust multi-array average (RMA) 
method (Wu & Irizarry, 2005). The data set includes the 
RMA value of each probe set as a numerical feature. All 
computational analyses were done by using R (v3.2.2) 
[R core team, 2013]. For microarray data preparation 
“LIMMA” package was used (Ritchie et al., 2015).

2.2. K Nearest Neirghbor Classification Algorithm 
(K-NN)

The k-Nearest Neighbor (k-NN) is one of the most 
commonly used non-parameter algorithms, which 
can be used for predicting test samples according to 
training model, which finds nearest neighbors to the test 
samples(Geva & Sitte, 1991). The classification method 
has been applied by using RapidMiner 7.0 data mining 
software [RapidMiner 7.0, 2006]. 

2.3. Decision Tree Algorithm 

Decision tree algorithm is a commonly used method in 
data mining studies (Holzinger, 2015).It has been used as 
tree-shaped model, which has more limpid representations 
of results compared with other classification methods. 
The aim is to create a model that classifies the target 
attribute based on input variables of training set.

2.4. Naive Bayesalgorithm

Naive Bayes Algorithm classifies samples based on 
Bayesian rule (Domingos & Pazzani, 1997). Its name 
comes from the strong (naïve) statistical independence 
assumptions. Beside this, it often works remarkably well 
in practice. Naïve Bayes assumes nominal features, which 
means that numerical features must be discretized prior 
to running Naive Bayes. Naive Bayesian model can build 
with uncomplicated repetitive parameter estimation which 
makes it especially useful for very large datasets. The 
Naive Bayesian classifier is widely used because it often 
outperforms more complicated classification methods. 

3. Result and Discussion
3.1. Expression Analysis

In schizophrenia, 437 differentially expressed probes 
99-(p-value<0.05) were extracted among 54,676parallelly 
controlled with GEO2R(Sean & Meltzer, 2007). Top 20 
probes were manually evaluated and LRRFIP1 and ABCA2 
genes were found related with schizophrenia disorder 
according to previous literature. LRRFIP1 is described as a 
transcriptional repressor, which may regulate expression 
of the TNF gene (Suriano et al., 2005) which is implicated 
in synaptic formation and scaling, long-term potentiation, 
and neurogenesis (Bilbo & Schwarz, 2009), and was 
found to be associated with schizophrenia (Morar et al., 
2007).ABCA2 was enriched for brain-critical exons which 
are highly expressed in human brain under strict purifying 
selection. The significant enrichment within ‘Brain-Critical 
Exons’ implicates the pathogenic potential of the hub 
gene, ABCA2,also found in co-expression network of 
prenatal frontal cortex in schizophrenia disorder(Wang et 
al., 2015).

1. Introduction
Schizophrenia is one of the most concerned chronic 

and severe brain disorders, which interferes managing 
of emotions, speech and thinking processes. Diagnosis 
of schizophrenia cannot be made easily, although 
psychiatrists or other licensed mental health professionals 
diagnose it through interviews and symptoms which 
reflect biologically heterogeneous characteristics. 

Bipolar disorder is identified with extreme mood swings 
from depression to mania and manic depressive disorder. 
Causation of bipolar disorder has not been understood 
entirely, however genetic and environmental factors are 
thought to have some roles. Diagnosis of the disease 
mostly relies on clinical examinations.   

In order to predict individual disease risk, diagnostic 
classification of brain disorders might be used by 
interpreting brain visualization and genetic variation 
analysis results. This approach has been gained 
importance for finding potential diagnostic and prognostic 
biomarkers. Modified statistical methods, which are 
combined by genomics, have been held in more research 
activities since the strong genetic associations were 
demonstrated for various diseases (Orru, Pettersson-Yeo, 
Marquand, Sartori, & Mechelli, 2012). 

In this decade, Microarray and Next Generation 
Sequencing (NGS) platforms have come into prominence 
in analyzing genomic data with machine learning 
algorithms, which have been suggested to be successfully 
utilized in training classifiers to decode genetic profiles of 
interest from genomic data (Lu & Han, 2003). 

Presently, genomic information is used for classification 
of patient with brain disorders. In a previous study, it was 
demonstrated that SVMs can classify both bipolar and 
schizophrenia from normal subjects with high accuracy by 
using gene expression data (Struyf, Dobrin, & Page, 2008). 
Beside this, Genome-Wide Association Studies (GWAS) 
are also used to classify on bipolar disorder(Emamian, 
Hall, Birnbaum, Karayiorgou, & Gogos, 2004). It is 
believed that reciprocal action of genetic predisposition 
and environmental factors play a role as developmental 
effects play in bipolar disorder and schizophrenia.

In this article, we present an examination of publicly 
available microarray gene expression data by using 
machine learning methods to classify schizophrenic and 
bipolar disorder individuals respectively.

2. Data and Analysıs methods
2.1. Data

Microarray expression data set (ID: GSE12654) is 
available in GEO database (Iwamoto, Kakiuchi, Bundo, 
Ikeda, & Kato, 2004). The dataset was divided into three 
groups as schizophrenia, bipolar disorders patients and 
control groups. The samples correspond to 3 bipolar and 
4 controls, 4 schizophrenia and 4 controls for testing, 8 
bipolar disorder and 11 controls and 9 schizophrenia and 
11 controls for training. For each subject, demographic 
and clinical information were described in the original 
paper (Iwamoto et al., 2004). The gene expression data 
was obtained using Affymetrix Human Genome U95 
Version 2 oligonucleotide arrays containing 54,676 probe 
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For bipolar disease, 325 differentially expressed probes 
(p-value<0.05) were extracted. We manually evaluated 
top 20 differentially expressed probes. NCAM1 and 
ARHGAP4 were found to be associated with bipolar 
disease. NCAM1 is expressed in both neurons and glial 
cells with functions in cellular migration, cell recognition, 
synaptic plasticity (Kiss & Muller, 2001) and central 
nervous system development(Ronn, Hartz, & Bock, 1998). 
In bipolar disease patients, secreted isoform of NCAM1 is 
increased in the hippocampus whereas the concentration 
of a proteolytic cleavage isoform of NCAM (cNCAM) was 
not changed in the brain of patients with bipolar disease 
patients but increased in schizophrenia(Vawter, Howard, 
Hyde, Kleinman, & Freed, 1999; Wood et al., 1998).

Some of the proposed genetic markers involvingSEC24C, 
PGLYRP1, ARHGAP4, RPL22, SLC6A11, and SYK together 
were described as the “switchboards” were proposed as 
targets for drug development for bipolar disease(Lee et al., 
2011). These genes were also found in our differentially 
expressed probes list. 

3.2. K-NN Classification and Classifier Performance

For classification, top 325 most differentially expressed 
genes (p < 0.05) between control (n=11) and bipolar 
(n=8), and 437 (p < 0.05) most differentially expressed 
genes between schizophrenia (n=9) and control (n=11) 
were used to train the model. For validation, same gene 
set was used in the test data from 4 controls and 3 bipolar 
patients, and 4 controls and 4 schizophrenia patients. 
According to results, prediction accuracy was found on 
testing data as ~86%. Results were shown in Table 1, 
Table 2 and Table 3 individually for each group. 

ORIGINAL ARTICLE

3.3. Decision Tree Classification and Classifier 
Performance

In order to apply decision tree classification method 
on bipolar disorder, same dataset has been trained as in 
k-NN classification method. According to the tree shown 
in Figure 1, it is shown that NCAM1 (41289_at) and 
ARPGAP4 (39649_at) genes were shown to be important 
in classifying the disorder. Decision tree model classifies 
bipolar and control patients with high accuracy on testing 
data as ~86% shown in Table 3. In addition, k-NN and 
decision tree model results were found to be similar. 

For schizophrenia, GUCY2C (34450_at) and C2orf72 
(39394_at) genes were shown to classify the disorder 
successfully by using decision tree demonstrated in Figure 
2. GUCY2C gene is a paralog gene to GUCY1A2 that is 
previously shown to be associated with schizophrenia 
[23]. Decision tree model classifies schizophrenia and 
control patients at accuracy on testing data as 62.5% 
shown in Table 4.

Table 2: k-NN classification of Schizophrenia patients. 
Table shows confusion matrix of classifier on testing data 
for schizophrenia patients.

 True Control True Schizophrenia Class Precision

Pred. Control 4 1 80.00%

Pred. Bipolar 0 2 100.00%

Class Recall 100.00% 66.67% Accuracy: 85.71%

Figure 1: Decision tree classification of bipolar disorder. 41289_at 
and 39649_at probes represent to NCAM1 and ARPGAP4 genes 
respectively. Bipolar patients are determined as ≤9.334 expression 
level of NCAM1 and ≤7.375 expression level of ARPGAP4. 
Control is determined as>7.375 expression level of ARPGAP4.

Table 1: k-NN classification of Bipolar disorder 
patients. Table shows confusion matrix of classifier on 
testing data for bipolar disorder patients.  

 True Control True Bipolar Class Precision

Pred. Control 4 1 80.00%

Pred. Bipolar 0 2 100.00%

Class Recall 100.00% 66.67% Accuracy: 85.71%

Table 3: k-NN classification of Bipolar disorder 
patients. Table shows confusion matrix of classifier on 
testing data for bipolar disorder patients.  

 True Control True Bipolar Class Precision

Pred. Control 4 1 80.00%

Pred. Bipolar 0 2 100.00%

Class Recall 100.00% 66.67% Accuracy: 85.71%

Figure 2: Decision tree classification of schizophrenia and control 
samples. 39394_at and 34450_at represent to GUCY2C and 
C2orf72 genes respectively. Schizophrenia patients are determined 
as >7.384 expression level of GUCY2C and >3.677 expression 
level of C2orf72. Control is determined ≤3.677 expression level of 
ARPGAP4.
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3.4. Naive Bayes Classification and Classifier 
Performance

Naive Bayes classification was applied to the same probe 
set which was used in previous analyses. Test group 
includes4 controls with 3 bipolar patients, and 4 controls 
with 4 schizophrenia patients. Accordingly, results were 
shown on Table 5 and Table 6. k-NN and Naive Bayes 
classification methods demonstrated similar accuracy on 
bipolar and schizophrenia classifications.

4. Conclusions 
Differentially expressed genes used as classifying 

features might be useful for revealing important genes 
and gene families associated with schizophrenia and 
bipolar disease. More importantly the classifier method 
might be applicable for developing effective Microarray-
based diagnostic tests. 
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Table 4: Decision tree classification of Schizophrenia. 
Table shows confusion matrix of classifier on testing data 
for Schizophrenia patients.

 True Control True Schizophrenia Class Precision

Pred. Control 3 2 60.00%

Pred. Schizophrenia 1 2 66.67%

Class Recall 75.00% 50.00% Accuracy: 62.50%

Table 6: Naive Bayes classification of Schizophrenia. 
Table shows confusion matrix of classifier on testing data 
for Schizophrenia patients.

 True Control True Schizophrenia Class Precision

Pred. Control 3 0 100.00%

Pred. Schizophrenia 1 4 80.00%

Class Recall 75.00% 100.00% Accuracy: 87.50%

Table 5: Naive Bayes classification of Bipolar disorder. 
Table shows confusion matrix of classifier on testing data 
for bipolar patients.  

 True Control True Bipolar Class Precision

Pred. Control 3 0 100.00%

Pred. Bipolar 1 3 75.00%

Class Recall 75.00% 100.00% Accuracy: 87.71%


